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Abstract

Data scientists play a crucial role in linking001
data to information. They derive insights from002
data and then communicate those insights to003
stakeholders, providing them with a holistic004
view of the world the data describe. The typi-005
cal data science process involves determining a006
user’s information needs, mapping those needs007
onto data and analysis, and then communicat-008
ing findings in a form that is understandable009
to that user. In this paper, we present an au-010
tomated, neurosymbolic method, that mirrors011
the data science process, for generating factual012
documents from real-world datasets across a013
wide range of domains. In order to generate014
these factual documents, we utilize a suite of015
standard analytics to derive the facts and a large016
language model to express them fluently. Given017
a dataset in the form of a relational database, we018
use an analytics taxonomy to guide the produc-019
tion of plans and execute these plans to derive020
the necessary information from the database.021
This derived information is then handed off to022
a large language model to generate documents023
which are both factual and highly fluent. To024
evaluate this method, we generate 194 reports025
across 17 types of documents and 8 domains.026
We undertake a manual evaluation of these doc-027
uments to determine the factual accuracy of028
generated reports.029

1 Introduction030

There is a massive and ever growing amount of data031

from which people seek to derive novel insights.032

Data scientists engage in a process, shown in Fig-033

ure 1, wherein they leverage their knowledge of the034

data, its domain, and analytic algorithms in order035

to produce contextualized information based on the036

needs of a stakeholder. To do this effectively, the037

data scientist must have a clear understanding of038

what this user’s information needs are, how these039

needs map onto data and analysis, and be able to040

communicate their findings back to the stakeholder041

Figure 1: The data science process involves four key
steps: identifying the information needs of a stakeholder,
mapping these needs onto the available data and set of
analytics which can be performed, using these analytics
to derive the factual information from the data, and com-
municating the findings to the stakeholder with a written
report. We map the ways a human data scientist carries
out this process to how our automated, neurosymbolic
approach does.

in a way that is understandable. A computational 042

model of the data science process1 would enable 043

its automation and allow more people and organi- 044

zations to derive insights from data, enabling better 045

data driven reporting and decision making. 046

Recently, a taxonomy has been developed to 047

model the analytic knowledge and processes that 048

data scientists use to analyze data (Sterbentz et al., 049

2023). It provides a domain-independent taxonomy 050

of analytic operations and how these map onto data. 051

In order to effectively connect this taxonomy to 052

real data, a domain labeling is created which maps 053

tables and columns of relational data to entities, 054

attributes, and the relationships between these enti- 055

ties. Each attribute is given a specific attribute type 056

which specifies the analytic operations which can 057

use it as input to derive meaningful information. A 058

plan representation that is specified at the level of 059

1When we refer to data science, we specifically mean data
analysis and communication, whereas the data ingestion and
engineering steps are outside the scope of this approach.
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this domain labeling was also introduced that de-060

tails how to carry out this analysis with an analysis061

execution engine.062

This formalization of data analytics enable us to063

model the information needs of a user by identify-064

ing common patterns of information requirements065

and mapping these to analytic plans. Executing066

these plans results in a discrete set of facts which067

must then be effectively communicated. One way068

to do this is via a document that organizes and sum-069

marizes these facts in an easily digestible manner.070

Recent autoregressive models such as GPT-4 (Ope-071

nAI, 2023) and Llama-2 (Touvron et al., 2023) have072

demonstrated an immense capacity for producing073

highly fluent and natural sounding text. By train-074

ing on millions of documents, these models have075

learned a latent encoding of the structure of such076

documents. This property makes them an excellent077

tool for communicating information in the form of078

a document.079

In this way, we seek to go from data to factual080

documents grounded by this data. Recent meth-081

ods in this area tend to operate on tabular data082

which is embedded within documents (Puduppully083

et al., 2019; Yang et al., 2021) or small-scale ta-084

bles (Suadaa et al., 2021). In contrast to these ap-085

proaches, our goal is to produce documents whose086

information is grounded by large scale data stored087

within relational databases. The scale of data we088

seek to utilize means current end-to-end neural ap-089

proaches (Sharma et al., 2022) are not sufficient090

due to their limited context sizes. Our approach is091

more akin to pipeline methods, such as (Kukich,092

1983; McKeown, 1985; Reiter and Dale, 2000) in093

which the system first determines what to say by094

querying a knowledge or data source and then de-095

termines how best to communicate its findings.096

In this paper, we seek to exploit the structural097

encodings of large language models in order to gen-098

erate documents which are grounded by facts pro-099

duced by a suite of analytics. In order to determine100

how best to leverage these structural encodings101

we first undertake an examination of the structure102

of five broad classes of documents and character-103

ized the kinds of information they tend to produce104

by prompting a large language model to generate105

125 reports and documents. This is discussed in106

more detail in Section 3. Such documents will be107

rife with confabulated information since they were108

not conditioned with any facts as part of the input.109

However, by identifying the types of information110

that are characteristic of these classes of documents,111

we can begin to identify what information should 112

be provided to these models in order to ground their 113

generation in fact. By providing these models with 114

the facts and information relevant to the domain 115

and data at hand, we hypothesize that these models 116

can leverage their encodings of structure to produce 117

language which is both highly fluent and adheres 118

to the truth. 119

Section 4 presents a neurosymbolic method for 120

modeling the data science process which enables 121

the automatic generation of truthful documents 122

grounded in real-world data. We leverage a taxon- 123

omy of data analytic processes and operations in or- 124

der to perform complex analyses against relational 125

data and derive key information. We define a set of 126

document types that specify the kinds of informa- 127

tion that would be useful to know about a particu- 128

lar entity. From these document definitions, plans 129

which specify how to derive this information from 130

the available data are produced and executed. The 131

results are converted to natural language using a 132

simple template-based technique which transforms 133

the results to a sentence that a language model 134

can use effectively. These results, along with in- 135

structions for generating the document, are joined 136

into a final prompt which is passed to the language 137

model. In order to ensure our approach is generaliz- 138

able to a variety of domains, we apply this method 139

to real-world datasets in 8 domains. In Section 5, 140

we undertake a manual evaluation of documents 141

generated with this method to determine how accu- 142

rate the claims are in the reports and how well they 143

adhere to the information that was derived from 144

the database. We find that our approach generates 145

reports whose claims are, on average, 83.5% fac- 146

tual, 2.5% refuted, and 13.8% confabulated. This 147

indicates that our approach produces documents 148

which strongly adhere to the underlying data while 149

maintaining a high degree of fluency. 150

2 Related Work 151

Factual Language Generation Pretrained lan- 152

guage models have shown a diverse range of adapt- 153

ability across different tasks (Brown et al., 2020). 154

They have been used to impressive degrees of ef- 155

fectiveness in law, medicine, education and other 156

domains. (Petroni et al., 2019) showed that lan- 157

guage models have the capacity of storing factual 158

knowledge about entities. Inspired by this obser- 159

vation, a line of work focused on creating more 160

effective probing techniques to elicit factual knowl- 161
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edge (Jiang et al., 2020; Shin et al., 2020; Zhong162

et al., 2021). Yet there have been challenges with163

language models being factual, or ‘hallucinating’,164

in a variety of settings including abstractive sum-165

marization (Maynez et al., 2020; Zhou et al., 2021),166

open-domain dialogue generation (Mielke et al.,167

2022; Roller et al., 2021), generative question an-168

swering (Li et al., 2021) and data-to-text generation169

(Dhingra et al., 2019). As mentioned in the intro-170

duction, our aim in this work is to utilize language171

models as a fluency engine. Instead of relying on172

it to correctly extract relevant facts, we prompt the173

model with all the factual information needed to174

complete the request.175

Knowledge-Augmented Generation One of the176

key methods to promote factual generation by the177

language model is using an external knowledge178

base to augment the language model (Shuster et al.,179

2021). Such retrieval based methods started out as180

simple vector-space retrievers (Chen et al., 2017),181

and evolved into more end-to-end generation mod-182

els where the retriever was jointly trained with the183

generator (Lewis et al., 2021; Izacard et al., 2022;184

Guu et al., 2020) which were shown to increase per-185

formance in downstream tasks. Knowledge graphs186

(Min et al., 2020), textual documents (Paranjape187

et al., 2021), pre-processed vectors (Verga et al.,188

2021), other language models (Shwartz et al., 2020)189

and search engines (Nakano et al., 2021) have all190

been used as external knowledge bases. Our work191

differs from the above ones in that instead of a192

learned or vector-space based retriever, we use an193

analytics engine which implements an analytics194

taxonomy and domain labeling to generate relevant195

information for each report type and prompt the196

language model with these generated facts.197

Data-to-Text Generation A related task of data-198

to-text generation where the goal is to generate199

descriptions of structured data organized in tables200

has been studied for a long time (Kukich, 1983; Re-201

iter and Dale, 2000). Traditionally, template based202

algorithms were used to build data-to-text systems203

(Oh and Rudnicky, 2000; Stent et al., 2004; Kon-204

dadadi et al., 2013), while recent approaches have205

adopted the planning then generation procedure206

(Su et al., 2021). However, our goals differ from207

the standard data-to-text generation goals in two208

key ways. First, our system focuses on end-to-end209

generation of full fledged reports given any dataset210

as opposed to description and summarization of211

a small number of highlighted cells in the table.212

Secondly, in the report generation process, we use213

the facts that are not present in the table, but which 214

can be derived by taking advantage of the analytic 215

capabilities afforded by the taxonomy. 216

3 Document Encodings of Large 217

Language Models 218

In order to properly leverage the structure and flu- 219

ency that language models provide, we first need 220

to know what information is produced when the 221

model generates a report. By identifying this, we 222

can codify the information as an analytic plan tem- 223

plate that our system can use to produce actionable 224

plans to derive such information from the avail- 225

able data, and allow the language model to use this 226

during its generation of a particular document type. 227

We seek to identify the information characteris- 228

tics of 5 broad classes of documents: biographies, 229

trends over time reports, comparison reports, an- 230

alytic summaries, and performance reviews. For 231

each of these classes, we generate 25 individual 232

reports using GPT-4 with a temperature of 0. The 233

25 reports for each class were generated with a 234

prompt constructed by taking a cross product of 235

5 specific instantiations of the report type across 236

a variety of domains (to capture a broad range of 237

contexts the document could be written for) and 238

5 instruction sets (to control for prompt variabil- 239

ity affecting the final generation). A full listing of 240

the document types and prompt templates which 241

are combined to generate these documents can be 242

found in Appendix A. 243

In total, we manually examine 125 documents 244

generated by GPT-4 and analyze the information 245

that was commonly communicated by them. In 246

these reports, we identify factual claims being 247

made and cluster them into characterizations of the 248

information they present. These characterizations 249

are summarized in Table 1. 250

Within each of the document classes, the struc- 251

ture of the generations tends to be fairly consistent, 252

as does the kinds of information presented within 253

them. We notice a slight exception to this for the 254

Analytic Summary class, which has a greater vari- 255

ation in structure. We suspect this is due to the 256

variety of metrics used in different domains being 257

less consistent than, for example, reporting the date 258

of birth, profession, and impact of a person in a 259

Biography. As a result, when generating analytic 260

summaries, it is important to have access to the 261

analytics and metrics that are most appropriate for 262

the domain and data. The relative consistency in 263
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Document Type Information Characteristics

Biography

Properties of the focus entity, what they are known for, early life and interests, how this interest
led to their career, where and what they studied, achievements and awards, their impact on
their professional field with examples, impact outside of their professional field, details of their
personal life, and a statement of this person’s overall importance.

Trends over Time

Introduction to the trend topic and region, what the general trend is in a certain timespan, how
the trend has changed in recent years, factors causing the change in trend, explanation of the
connection between these factors and the trend, subsets of the data for which the trends may be
different, prediction of the trend in the future, effects of the trend continuing, and a conclusion
with a summary of the trend, future expectations, and actions to take.

Comparison Report

Identification of the subject to be compared, statement of the comparison type being made,
description of the subjects and how they relate to the comparison being made, the comparison of
the subjects with regards to both the metrics and sub-metrics, statistics and evidence to back up
these comparisons, and a concluding statement summarizing the similarities and differences of
the subjects.

Analytic Summary
Introduction to the topic, why it is important, what factors may influence it, traits of the topic (e.g.
facts, metrics, definitions, strengths and weaknesses), and a concluding statement summarizing
what the topic is, measures of success or failure, and actions to be taken.

Performance Review

Identification of the subject being evaluated, their position/status, the period of time for the
review, the report’s purpose, review of the subject’s performance in a variety of areas (for each of
these a general statement on the level of competency was given along with supporting evidence
and how they compare against similar entities), identification of the areas for improvement, a
summarization of the subject’s strengths and weaknesses, a recommendation for resolving the
weakness, and prediction of how this subject will perform in the future.

Table 1: The five broad classes of documents we generate with the LLMs during our exploration of model encodings
and the information that tend to be present. We find that there is a consistent structure for documents within each
type, albeit less so for analytic summaries. This indicates that the model has a latent encoding of document structure
and can be leveraged by conditioning the model with information grounded by real-world data, rather than producing
confabulations with an unconditioned model.

structure and information presented indicates that264

this model has some latent encoding of document265

structure. We hypothesize that we can leverage266

this encoding by deriving similar kinds of infor-267

mation from a database and condition the model’s268

generation with this information.269

4 Factual Document Generation270

The final output of the data science process we de-271

scribe is a factual document which is grounded by272

the data and communicates key insights and infor-273

mation. In this section, we describe the neurosym-274

bolic method which automates this process. The275

architecture for this approach is shown in Figure 2.276

4.1 Analytics Taxonomy277

For representing the analytic knowledge and pro-278

cesses that data scientists utilize, we adopt the an-279

alytics taxonomy presented by (Sterbentz et al.,280

2023). This taxonomy provides a model for speci-281

fying conceptual types for data and mapping these282

to relevant analyses via the taxonomy. A comple-283

mentary domain labeling is also adopted which pro-284

vides a means of specifying how the data is mapped285

to the conceptual types specified in the analytics286

taxonomy. These are used in tandem to model the287

way data scientists utilize their knowledge of ana-288

lytic operations, underlying data types, and domain 289

knowledge in order to determine what analyses can 290

and should be performed with the data. 291

We also make use of the analytics engine pre- 292

sented in (Sterbentz et al., 2023) in order to exe- 293

cute analytic plans against data. This is used as a 294

mechanism by which our method can derive factual 295

information from data. This analytics engine maps 296

analytic plans, specified at the domain level, to the 297

equivalent SQL queries against the underlying data. 298

The execution of these plans ultimately provides 299

the raw information to be communicated as part of 300

a document. 301

4.2 Information Requirements 302

In order for documents to be generated, the in- 303

formation to be conveyed must be identified and 304

produced by analyzing the data. To accomplish 305

this, we produce a set of analytic plan templates 306

for each document type that we seek to generate. 307

Together these plan templates constitute the infor- 308

mation requirements for a document. These doc- 309

uments typically focus on a single entity instance, 310

and the plan templates are filled with the specific 311

entity being described by the document along with 312

the attributes to be analyzed. 313

The information requirements for a document 314

4



Figure 2: Our method leverages an analytic taxonomy and domain labeling to define the analytics that can be
performed in terms of the entities in the database. A user inputs an entity instance for a desired document, for which
the system will produce a corresponding set of analytics, execute it, produce factual statements based on the results,
compile these into a prompt, and pass this to a language model to generate a report.

consist of properties about a particular entity in-315

stance, aggregations over its attributes, and time316

series of any event sequences. It is important that317

these reports convey relevant context with which to318

ground the information they provide about the fo-319

cus entity. Doing so provides a more holistic view320

of the focus entity that supports a reader’s under-321

standing of the subject. To this end, we seek to pro-322

vide aggregations over all entities of the same type,323

aggregations of similar entity instances according324

to a specific attribute, and rankings according to325

a specific attribute or aggregation. For example,326

the information requirements for a document fo-327

cused on the income trends for a specific county in328

Illinois would include the name of the county, the329

resident population and median income for each330

year, and a calculation of the per capita income331

for the county. Each of these map to an individual332

plan produced from the corresponding analytic plan333

template. These plans are then executed with the334

analytics engine to produce the desired information335

to communicate with the language model.336

4.3 Generation of Factual Statements337

The analytic plans produced from the information338

requirements are ultimately converted to a SQL339

query against the underlying data, and the results of340

executing such queries are formatted as raw tables341

of data. The columns of these tables are depen-342

dent on the underlying data and can contain names 343

which are difficult to interpret, such as those with 344

abbreviations, underscores, and acronyms. Rather 345

than relying on the language model to interpret 346

these column names, we aim to provide the model 347

with sufficient details about the analysis performed 348

and the data being operated on. To achieve this, we 349

leverage the knowledge provided by both the an- 350

alytic taxonomy and the domain-specific labeling 351

that specify simple language templates for analytic 352

operations, descriptive names for entity attributes, 353

and units for the attributes. 354

This linguistic knowledge is utilized during a 355

recursive traversal of the analytic plan graph to 356

generate human-readable sentences that describe 357

what the results are. We structure these factual 358

statements via two distinct generation modes and 359

produce statement templates which the query re- 360

sults are slotted into. 361

4.3.1 Per Row 362

The first generation mode results in one factual 363

statement per row of results. This mode has the 364

benefit of being more human-readable, but is ver- 365

bose and can be difficult to fit in the context size 366

of some language models. The following is an 367

example of two of the factual statements which 368

were generated with this mode from the results of 369

executing an analytic plan: 370

The state is AK and the count of unique incident 371
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id grouped by state is 6.372

The state is AL and the count of unique incident373

id grouped by state is 61.374

Note that each row from the results would be375

given its own statement, resulting in as many state-376

ments as there are rows of results.377

4.3.2 Per Plan378

The second generation mode results in one factual379

statement per plan. This mode produces statements380

that are more tabular, but contain descriptive names381

and units for the results, thus making the context382

suitable to fit within smaller context limits. But383

this comes at the cost of human readability, and384

all rows of results are ultimately compiled into a385

single statement. The following is an example of386

one factual statement generated with this mode that387

contains all results from executing an analytic plan:388

The state and the count of unique incident id389

grouped by state is AK and 6, AL and 61, ...390

4.4 Prompt Generation391

Once a set of factual statements is generated, the392

system builds a prompt based on these facts and393

the type of document to produce. The final prompt394

is then passed to the language model to generate a395

fluent document for communicating the derived in-396

formation. Our prompt consists of three key parts:397

(1) A description of the document to generate. Each398

document type has a short description that is used.399

(2) Instructions for the model on how the report400

should be generated. For example, "Generate a401

well-worded report." and "Use only the facts pro-402

vided in the context." These instructions help steer403

the model towards fluency and factuality, respec-404

tively. (3) A set of factual statements.405

5 Evaluation406

In this section, we evaluate our approach for gen-407

erating fluent and factual documents grounded by408

large scale data. We perform a manual evaluation409

of documents which are generated by our method.410

5.1 Datasets and Domains411

One of the key desiderata of our system is its abil-412

ity to scale across a wide range of domains. To413

that end, we evaluate it over 9 datasets spanning 8414

domains: healthcare, environmental sustainability,415

urban housing, criminal justice, education, legal416

and judicial, socioeconomic, and business. A sum-417

mary of the datasets can be found in Table 4 in418

Appendix B. For each of these datasets, we gener- 419

ate a domain labeling that connects the data to the 420

domain-independent analytics taxonomy. Based 421

on the information characteristics identified in Sec- 422

tion 3 and the data available in these datasets, we 423

determine 17 document types to generate and the 424

information that is to be derived for each. A de- 425

tailed listing of the document types can be found 426

in Appendix C. 427

5.2 Generating Analytic Documents 428

Each document type is focused on an entity. For 429

example, the Case Summary document is focused 430

on a specific instance of a legal Case. Three of the 431

report types have only one instance of their entity of 432

focus (Handgun and Rifle Comparison, Summary 433

of Shooting Incidents, and National Housing Price 434

Trends). For each of the other 14 document types, 435

we randomly select 5 instances of the focus entity 436

with which to perform the document generation. 437

Two recent large language models were used for 438

generating the documents: GPT-4 (OpenAI, 2023) 439

and StableBeluga-2 (Mukherjee et al., 2023). For 440

the latter, we utilized a version2 which had its 70 441

billion parameters quantized to 4-bits following the 442

method in (Frantar et al., 2023). Note that via some 443

brief experimentation with prompts, there were 444

slight wording differences in the instructions pro- 445

vided to these models. For GPT-4, we found that 446

instructing it to "Generate a 500 word report..." con- 447

strained it to generate brief, but factual documents. 448

For StableBeluga-2, we observed that instructing it 449

to "Generate a well-worded report..." reduced con- 450

fabulation, while still generating fluent and factual 451

documents. Additionally, there were some tech- 452

nical limitations with fitting the prompts into the 453

4K context window of StableBeluga-2. As a result, 454

for StableBeluga-2 all of the per row prompts and 455

some of the per plan prompts were too long for its 456

4K context window. 457

In the end, we generated 194 documents for eval- 458

uation, with 146 of them being produced by GPT-4 459

and 48 from StableBeluga-2. Some examples of 460

documents generated with this method are shown 461

in Appendix E. 462

5.3 Human Evaluation of Factuality 463

The key metric for evaluating the documents pro- 464

duced by our method is the percentage of claims 465

2https://huggingface.co/TheBloke/StableBeluga2-70B-
GPTQ
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in the generated documents supported by the fac-466

tual statements provided as input by the analytics467

engine. We opted to ignore the fluency of the out-468

puts as this is a highly subjective feature of the469

text and makes comparisons against other outputs470

difficult to measure. To determine the percentage471

of claims supported by the input factual statements,472

we perform manual evaluation. This process was473

carried out in two steps: claim identification and474

claim classification.475

5.3.1 Claim Identification476

We define a claim as any assertion of truth in-477

volving some retrieval or analytic processing of478

information from the data. Interstitial writing that479

provides a transition between content, titles, and480

broad introductions to the report are not considered481

claims. When identifying statements in the docu-482

ment as claims, we ignore ambiguous claims. That483

is, if the context of the claim directly impacts the484

truthfulness of the claim, we do not consider this485

a claim. For example, within the sentence "The486

temperature fluctuated greatly between 78 and 90,"487

there would be two claims: that the min temper-488

ature was 78 and the max was 90. However, the489

statement that the temperature fluctuated greatly490

requires a subjective judgment of what it means to491

fluctuate greatly according to some metric. There-492

fore, this would not be marked as a claim. Using493

these definitions, we manually examine each gener-494

ated document and identify the claims being made.495

5.3.2 Claim Classification496

Once a claim has been identified, we need to de-497

termine which of the following mutually exclusive498

categories this claim belongs to based on the factual499

statements provided to the language model.500

Factual: The claim is directly stated by a fact501

in the context, or the claim can be directly inferred502

from the facts in the context via an unambiguous503

analytic process.504

Refuted: The claim is directly refuted by a state-505

ment in the context, or the claim could be directly506

inferred from the facts in the context via an unam-507

biguous analytic process, but is incorrect.508

Confabulation: The claim is not directly pulled509

from the facts in the prompt, or is not inferred from510

the facts in the prompt.511

Note that the Confabulation category includes512

subjective statements or conclusion (e.g. "We513

should be doing...", "This should be done...", etc.)514

and definitional statements that are not provided515

Factual Refuted Confab.

Gen.
Mode

Per
Plan

0.84 0.03 0.13

Per
Row

0.83 0.01 0.16

Model GPT-
4

0.84 0.01 0.15

SB-2 0.84 0.07 0.09

Table 2: Scores in the table are percentage of total
claims. Note that SB-2 is StableBeluga-2. Both models
had similar factual accuracy, but GPT-4 had a greater
tendency to confabulate, while StableBeluga-2 had a
greater tendency to produce erroneous statements.

to the language model in the context. It is impor- 516

tant to note that not all confabulations are bad. If 517

the model were to define standard deviation in the 518

document, this can be a useful piece of informa- 519

tion. However, we do not want to rely on the model 520

to present this, especially if these definitions are 521

inadequate or imprecise. Rather, this is an indica- 522

tion that we should seek to present this definition 523

directly to the model. Furthermore, although this 524

is related to the term hallucination, widely used in 525

the literature, we intentionally avoid using the term 526

ourselves because our definition of confabulation 527

differs from the multiple ways hallucination has 528

been defined already. 529

5.4 Results 530

In this section, we present some key quantitative 531

and qualitative findings from our manual eval- 532

uation of the reports generated by GPT-4 and 533

StableBeluga-2. Figure 3 shows the percentage 534

of claims in the generated reports which were fac- 535

tual, refuted, or confabulated. It is broken down 536

by domain to show the results for each of the 8 537

domains separately. The results for each domain 538

includes multiple types of reports as well as reports 539

generated by each of the two language models. For 540

all domains we can see a high percentage of factual 541

claims ranging from 69.6% for the criminal justice 542

to 92.3% for healthcare. Exact values can be found 543

in Table 6 in Appendix D. 544

Majority factual statements As shown in Ta- 545

ble 2, more than eighty percent of claims made in 546

the reports by either GPT-4 or StableBeluga-2 are 547

factual. Although the fraction of factual claims are 548

slightly higher for StableBeluga-2, we found that 549

reports generated by GPT-4 contained more infor- 550

mation as indicated by the 31.44 average number 551
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Figure 3: A breakdown of the percentage of claims which are factual, refuted, or confabulated for each of the 8
domains. These results are an aggregation of reports generated by both models (GPT-4 and StableBeluga-2).

of claims made by GPT-4 per document vs 14.94552

by StableBeluga-2. This discrepancy is likely due553

to the limited context size of StableBeluga-2 pre-554

venting it from generating documents for which555

large amounts of information was derived from the556

data. Regardless of this, both models demonstrated557

a strong ability to adhere to the given set of factual558

statements when writing the documents.559

Useful Claims It is difficult to objectively eval-560

uate each claim made in the reports on their use-561

fulness. However, qualitatively, we found more in-562

stances of vacuous factual claims in StableBeluga-563

2’s reports. For instance, in a national rent trends re-564

port, it states "When looking at the average monthly565

rent by region name, we can see that some areas566

are more expensive than others." This indicates567

that, particularly from the GPT-4 model, statements568

made in the generated report are not only factual,569

but also tend to present insightful information.570

End of Reports We found that often GPT-4571

tended to end its reports by trying to frame the572

report in a larger context. This often led to confab-573

ulation. For instance, in a report about wildfires574

in California, it concludes with "The state’s wild-575

fire situation is generally more severe than the na-576

tional average, highlighting the need for effective577

fire management strategies in California." State-578

ments like these indicate that it may be useful to579

provide the model with high level concluding state-580

ments as part of the input context in addition to the581

facts derived via data analysis.582

Above and Beyond GPT-4 had a tendency to583

format data nicely (i.e. 22:57:00 to 10:57 PM,584

10:51:00 hours to 10 hours and 51 minutes), while585

StableBeluga-2 tended to parrot the input back586

more closely. At the moment, the documents587

contain examples of the model performing aggre- 588

gations, comparisons, and inferences on its own. 589

While the formatting is desirable, our goal is to 590

move away from the model-based analysis by seek- 591

ing to provide these analytic statements and use 592

the model as an engine for generating fluent lan- 593

guage only. It is left as future work to determine 594

how best to prevent the models from making these 595

ungrounded inferences. 596

6 Conclusion and Future Work 597

In this paper, we present a neurosymbolic method 598

for modeling the data science process. This method 599

generates factual documents based on information 600

derived from real-world datasets across a wide 601

range of domains. This method mirrors the one 602

utilized by data scientists to derive and communi- 603

cate meaningful information from data. A suite of 604

analytics was used to derive the information, and a 605

large language model was used to express them in 606

fluent language. We validate this approach by gen- 607

erating and then manually examine 194 documents 608

coming from 17 document types and 8 domains for 609

factual correctness. We find that this method results 610

in just 2.5% of claims in the generated documents 611

being refuted by the data. 612

In the future, we aim to build an automated plan- 613

ner that is capable of utilizing the data directly 614

when making decisions about what information is 615

most meaningful to derive and communicate. We 616

also intend to develop automated methods for fact 617

checking the documents with the goal of using this 618

as a feedback signal for a learning algorithm that 619

we can use to improve the generation. 620
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Limitations621

A limitation to our document generation approach622

is that, in the system’s current state, a set of in-623

formation requirements must be specified for each624

new type of document able to be generated by the625

system. For example, adding a "salesperson perfor-626

mance review" document class would mean speci-627

fying a new set of plan templates to fulfill the infor-628

mation goals of this report (e.g., plan templates that629

retrieve total sales for that salesperson, a compari-630

son of those sales with the trend of their past sales,631

a comparison to other similar salespersons, etc.).632

Our immediate next steps on improving this system633

include the development of more generalized infor-634

mation requirements that scale across many report635

types and a planner that can automating determine636

which information requirements to use based on a637

user’s utterance.638

Another decision made in our document gener-639

ation method that makes it somewhat limited is640

our reliance on the LLM to encode the structure641

of the report type rather than controlling for this642

ourselves. While we do consider this somewhat643

desireable, as it prevents us from having to define644

an explicit structure for each new type of report we645

wish the system to generate, it also means that we646

have little control over the document structure and647

as such, the quality and coherence of the structure648

depends on how well it is encoded in the LLM.649

Ethics Statement650

In this work we present a system that automates the651

process of generating documents from data, using652

a taxonomy of analytic operations to aid in guiding653

what information gets presented in the report. Of654

the 9 datasets on which our system was evaluated,655

8 of them are publicly available and the other is656

scheduled to be publicly available in the coming657

months.658

Additionally, while the aim of our system is to659

ground automatically generated reports in fact, par-660

ticularly as compared to an unguided LLM, the661

system does not preclude the generation of reports662

from factually flawed data. As such, it is contingent663

on the system’s user to verify accuracy of the data664

fed to the system.665

For reproducibility purposes, we plan to publicly666

release our code repository in the near future.667
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Exploration 893

When examining the information characteristics of 894

documents generated by a large language model, 895

125 individual prompts were used to create the 896

same number of documents. The specific instances 897

of each of the five document types can be found in 898

Table 3. Each of these were slotted into to replace 899

{report} for each the following prompt templates: 900

• Generate a 500 word {report}. 901

• Within 500 words, please write a {report}. 902

• Please write a 500 word {report}. 903

• Give me a {report}using a maximum of 500 904

words. 905

• Please compose a {report}. Limit the report 906

to 500 words. 907

B Datasets 908

Table 4 lists the 9 datasets with brief descriptions, 909

in the 8 domains across which we evaluated our 910

system. 911

Air Data The Air Data (United States Envi- 912

ronmental Protection Agency, 2015) provides a 913

yearly overview of Air Quality Index (AQI) mea- 914

surements, which assess the overall air quality by 915

considering various air pollutants in a specific ge- 916

ographic region, such as counties or core-based 917

statistical areas (CBSA). These summaries offer 918

a combination of qualitative information, like the 919

number of days with "good" air quality, and quanti- 920

tative data, such as the median AQI value. The 921

availability of these summary values can differ 922

from one area to another due to variations in moni- 923

toring stations for different pollutants. 924

Wirdfire Occurrence The Wildfire Data (Short, 925

2022) is a comprehensive collection of informa- 926

tion regarding wildfires in the United States span- 927

ning from 1992 to 2020. This dataset comprises 928
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Document Type Dataset

Biography

Biography of a fictional actor
Biography of a fictional politician
Biography of a fictional academic
Biography of a fictional company or organization
Biography of a fictional athlete

Analytic Summary

Summary of a patient stay at a hospital
Summary of political contributions for a political party
Summary of fundraising performance for a politician
Analysis of the correlation between academic expenditures and student performance
Summary of air quality and pollutants for a city

Comparison Report

Housing price comparison report for two metropolitan regions
Report comparing the air quality comparison for two counties
Report comparing the statistics associated with the usage of handguns vs rifles used in school
shootings
Report comparing two judges
Report comparing the poverty levels of two counties

Trends over Time

National housing price trends report
Housing price trends for a metropolitan region
Academic performance trends for an individual student
Wildfire occurrence trends in the United States
Air quality trends for a county in the United States

Performance Review

Performance report for a salesperson
Performance report for a doctor
Performance report for a business
Performance report for a community of businesses
Progress report for an individual student

Table 3: A listing of each document instance type that was slotted into the prompt templates. Note that many of
these document instance types correspond to the 17 document types we tested our method with in Section 5.

2.3 million records that are geographically refer-929

enced and represents 180 million acres of land that930

were consumed by wildfires over the course of 29931

years. Additionally, it contains unique identifiers932

that enable the connection of individual wildfire933

data points to larger fire perimeter datasets and op-934

erational situation reports, providing a holistic view935

of the wildfire incidents.936

MIMIC-IV-ED-Demo The Medical Informa-937

tion Mart for Intensive Care (MIMIC-IV-ED)938

database (Johnson et al., 2023) is a comprehen-939

sive repository of critical care data that includes940

information from more than 40,000 patients. The941

data has been deidentified to remove any patient942

identifiers in compliance with the Health Insurance943

Portability and Accountability Act (HIPAA) Safe944

Harbor provision, ensuring patient privacy. The945

data in MIMIC-IV-ED is derived from patients who946

were admitted to intensive care units at the Beth947

Israel Deaconess Medical Center (BIDMC).948

Zillow Observed Rent Index The Zillow Ob-949

served Rent Index (Zillow Group, Inc., 2023) is950

a rental price index designed to accurately repre-951

sent the entire rental housing market, rather than952

just the properties currently listed for rent. This953

index assigns dollar values by averaging the rents954

of homes and apartments that fall within the 40th955

to 60th percentile range for a specific region. It 956

covers national, metropolitan, county, city, and zip 957

code levels, with appropriate weighting to ensure 958

it reflects the overall rental housing stock. 959

School Shooting Incidents This dataset (Center 960

for Homeland Defense and Security, 2023) encom- 961

passes information regarding shooting incidents 962

that have occurred from the start of 1970 up to June 963

2022. These incidents encompass a broad range 964

of situations, including instances where firearms 965

were displayed, discharged, or where bullets struck 966

school property, irrespective of the number of casu- 967

alties, the time of day, or the day of the week. 968

Illinois Report Card This dataset (Illinois State 969

Board of Education, 2022) is an annual report pub- 970

lished by the Illinois State Board of Education. It 971

provides information about the progress of the state, 972

individual schools, and districts in achieving vari- 973

ous educational objectives, as well as school fund- 974

ing information at the state and federal level. The 975

report offers a comprehensive overview of student 976

and school performance to assist families and com- 977

munities in understanding and aiding their local 978

schools. 979

SCALES SCALES-OKN (Paley et al., 2021) uti- 980

lizes two primary datasets: PACER, which serves 981

as the official source for electronic federal judicial 982
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records, and the Federal Judicial Center’s (FJC)983

database containing information about federally984

appointed judges. The SCALES-OKN dataset in-985

corporates specific docket reports from PACER,986

encompassing ten years of docket data from North-987

ern Illinois district courts between 2007 and 2016,988

as well as docket reports from all district courts for989

the year 2016. Additionally, it includes a variety990

of judge-related metadata, such as birthdate, gen-991

der, race/ethnicity, appointment history, appointing992

parties, educational background, and professional993

career details.994

Income Disparity The Personal Income by995

County, Metro, and Other Areas report by the U.S.996

Bureau of Economic Analysis (U.S. Bureau of Eco-997

nomic Analysis, 2022; U.S. Bureau of Labor Statis-998

tics, 2023; U.S. Census Bureau, 2022b,a,c) pro-999

vides information about the earnings of individuals1000

residing in specific geographic regions, such as1001

counties and metropolitan areas. This data reflects1002

the income received by these residents or on their1003

behalf, offering estimates based on their place of1004

residence.1005

Yelp Open Dataset The Yelp Open Dataset1006

(Yelp Inc., 2023) is a collection of Yelp’s data,1007

including reviews, information about businesses,1008

and user data. It’s available for personal, educa-1009

tional, and academic use. This dataset was com-1010

piled by Yelp and at the time of collection in-1011

cluded 5,996,996 reviews, details about 188,5931012

businesses, and 280,992 pictures from the Yelp1013

platform.1014

C Generated Document Types1015

As part of our evaluation, we generate 17 differ-1016

ent kinds of documents across 8 domains: health-1017

care, environmental sustainability, urban housing,1018

criminal justice, education, legal and judicial, so-1019

cioeconomic, and business. A summary of all 171020

document types that were generated as part of the1021

evaluation of our neurosymbolic method are shown1022

in Table 5.1023

C.1 Healthcare1024

Within this domain, we generate two unique kinds1025

of reports: Patient Visit Report and Subject Report.1026

Patient Visit Report This report provides a sum-1027

mary of a single visit to the emergency department.1028

Features which are reported on include: the visit1029

duration, the arrival transport, patient triage infor-1030

mation, their diagnosis, the number of vital signs1031

which were taken during the visit, and times series 1032

of vital signs for heartrate, temperature, oxygen 1033

saturation, systolic blood pressure, and diastolic 1034

blood pressure. 1035

Subject Report This report provides a summary 1036

of all visits made to the emergency department 1037

for a single patient. Features which are reported 1038

on include: personal characteristics of the subject, 1039

the number of stays they’ve had in the emergency 1040

department, and time series of their stays which 1041

denotes the stay id, intake time, duration of the 1042

stay, the acuity level, and diagnosis for each of 1043

their stays. 1044

C.2 Urban Housing 1045

Within this domain, we generate two unique kinds 1046

of reports: MSA Housing Price Trends and Na- 1047

tional Housing Price Trends. 1048

MSA Housing Price Trends This report pro- 1049

vides a summary of housing price trends for 1050

a particular metropolitan region of the United 1051

States. Features which are reported on include: 1052

the name of the region, its size ranked against other 1053

metropolitan areas, the region type, the most recent 1054

rent price reported for this area, a complete time 1055

series of the rent over the years, and the percent 1056

difference between this area’s rent and the national 1057

average. 1058

National Housing Price Trends 1059

This report provides a summary of overall hous- 1060

ing price trends in the United States. Features 1061

which are reported on include: the most recent 1062

national rent price average, a time series of the 1063

average rent across the country, the three regions 1064

with the highest average rents, and the three regions 1065

with the lowest average rents. 1066

C.3 Criminal Justice 1067

Within this domain, we generate three unique kinds 1068

of reports: Summary of Shooting Incidents, Shoot- 1069

ing Incident Report, and Handgun and Rifle Com- 1070

parison. 1071

Summary of Shooting Incidents This report 1072

provides a summary of all gun-related incidents on 1073

school grounds for a single county, district, or state. 1074

Features which are reported on include: the total 1075

number of incidents reported, the number of inci- 1076

dents involving a handgun, the number of incidents 1077

involving a rifle, the number of shootings reported 1078

for each state, the number of shootings reported 1079

for each school level, and the number of shootings 1080

reported for each time period. 1081
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Domain Dataset Description

Environmental
Sustainability

Air Data

The Air Data (United States Environmental Protection Agency, 2015)
summarizes annual Air Quality Index (AQI) values for geographic
areas, including qualitative measures and statistics, with availability
varying due to monitoring station coverage.

Wildfire Occurrence
The Wildfire Data (Short, 2022) provides 2.3 million geo-referenced
records on U.S. wildfires from 1992 to 2020, covering 180 million
burned acres with key identifiers for data linkage.

Healthcare MIMIC-IV-ED-Demo

MIMIC-IV-ED (Johnson et al., 2023) is a deidentified critical care
database from BIDMC with 40,000+ patient records, organized mod-
ularly for easy access to diverse data sources while complying with
HIPAA Safe Harbor.

Urban Housing Zillow Observed Rent
Index

Zillow Observed Rent Index (Zillow Group, Inc., 2023) is a representa-
tive dollar-denominated rental index, calculated from listed rents in the
40th to 60th percentile for all housing types in various regions.

Criminal Justice School Shooting
Incidents

The dataset (Center for Homeland Defense and Security, 2023) covers
publicly available data on shooting incidents from 1970 to June 2022,
including any instance of gun brandishing, firing, or bullets hitting
school property, regardless of outcomes or timing.

Education Illinois Report Card
The Illinois Report Card (Illinois State Board of Education, 2022),
issued by the Illinois State Board of Education, provides annual educa-
tional progress data for the state, schools, and districts.

Legal and Judicial SCALES

The SCALES dataset (Paley et al., 2021) combines data from PACER,
including ten years of docket reports (2007-2016) from Northern Illi-
nois district courts and 2016 district court reports, with the Federal
Judicial Center’s judge metadata.

Socioeconomic Income Disparity

The U.S. Bureau of Economic Analysis’ report (U.S. Bureau of Eco-
nomic Analysis, 2022; U.S. Bureau of Labor Statistics, 2023; U.S.
Census Bureau, 2022b,a,c) captures personal income data for various
regions, showing income received by residents in those areas based on
their place of residence.

Business Yelp Open Dataset
The Yelp Open Dataset (Yelp Inc., 2023) comprises 5.9 million re-
views, 188,593 businesses, and 280,992 pictures, provided by Yelp for
personal, educational, and academic purposes.

Table 4: Datasets used for the evaluation which specify the underlying data used for each of the 8 domains we tested
with.

Shooting Incident Report This report provides1082

a summary of a single gun-related incident on1083

school grounds. Features which are reported on1084

include: the date the incident occurred, the school1085

at which the incident occurred, the city and state1086

in which the incident occurred, whether or not the1087

incident occurred during school hours, the num-1088

ber of shots fired, the type of weapons involved in1089

the incident, details about what happened to the1090

shooter, whether the shooter was affiliated with the1091

school, whether the shooter had a criminal history,1092

and the total number of victims.1093

Handgun and Rifle Comparison This report1094

provides a comparison of weapon usage in gun-1095

related incidents for a region. Features which are re-1096

ported on include: the total number of all shooting1097

incidents, the total number of incidents involving1098

a handgun, the total number of incidents involving1099

a rifle, and whether or not the number of incidents1100

involving a rifle was higher than the number of1101

incidents involving a handgun.1102

C.4 Environmental Sustainability 1103

Within this domain, we generate two unique kinds 1104

of reports: Statewide Wildfire Report and County 1105

AQI and Wildfire Trends. 1106

Statewide Wildfire Report This report provides 1107

a summary of all wildfire occurrences in a given 1108

state of the United States. Features which are re- 1109

ported on include: the total number of wildfires in 1110

the state each year, the average wildfire size in the 1111

state each year, the median wildfire size in the state 1112

each year, the average wildfire size in the state each 1113

year, the average wildfire duration in the state each 1114

year, the total number of wildfires in the United 1115

States each year, the average wildfire size in the 1116

United States each year, the median wildfire size 1117

in the United States each year, and the average 1118

wildfire duration in the United States each year. 1119

County AQI and Wildfire Trends This report 1120

provides a report on air quality and wildfire oc- 1121

currences for a single state of the United States. 1122

Features which are reported on include: the total 1123

number of days for which the AQI was "good" in 1124
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Document Type Domain Document Description
Patient Visit Report Healthcare Visit summary for a single stay in the emergency department
Subject Report Healthcare Patient summary for all emergency department visits of a single

patient
MSA Housing Price Trends Urban Housing Housing price trends for a single metropolitan region of the U.S.
National Housing Price Trends Urban Housing Overall housing price trends across U.S.
Summary of Shooting Incidents Criminal Justice Summary of all gun-related incidents on school grounds for a single

county, district, or state
Shooting Incident Report Criminal Justice Summary of a single gun-related incident on school grounds
Handgun and Rifle Comparison Criminal Justice A comparison of weapon usage in the gun-related incidents for a

region
Statewide Wildfire Report Environmental

Sustainability
A summary of all wildfire occurrences in a given region

County AQI and Wildfire
Trends

Environmental
Sustainability

Report on air quality and wildfire occurrences for a given U.S. state

High School Expenditure / Stu-
dent Performance

Education Report on the relationship between student performance and school
funding

County High School Report
Card

Education Summary of high school students’ performance for a county in
Illinois

Case Summary Legal and Judi-
cial

Summary of a single legal case

Judge Summary Legal and Judi-
cial

Summary of single judge’s tenure

County Income Trends Socioeconomics Summary on income trends for a single county
County Poverty Trends Socioeconomics Summary on poverty trends for a single county
Business Performance Report Business Business performance summary for a single business
State Business Performance Re-
port

Business Summary of the performance of all businesses in a county

Table 5: A listing of the document types that we generate as part of our evaluation.

the state for each year, the total number of days for1125

which the AQI was "moderate" in the state for each1126

year, the total number of days for which the AQI1127

was "unhealthy for sensitive groups" in the state1128

for each year, the total number of days for which1129

the AQI was "very unhealthy days" in the state for1130

each year, the total number of days for which the1131

AQI was "hazardous" in the state for each year, the1132

maximum AQI value in the state for each year, the1133

median AQI value in the state for each year, the1134

total number of wildfires in the state each year, the1135

average wildfire size in the state each year, the me-1136

dian wildfire size in the state each year, and the1137

average wildfire duration in the state each year.1138

C.5 Education1139

Within this domain, we generate two unique kinds1140

of reports: High School Expenditure and Student1141

Performance Report and County High School Re-1142

port Card.1143

High School Expenditure and Student Perfor-1144

mance Report This report provides a report on1145

the relationship between student performance and1146

school funding. Features which are reported on1147

include: the school name, school district, the city1148

and county in which the school is located, the type1149

of district the school is in, the grades served by the1150

school, the total student enrollment, the student at- 1151

tendance rate, the average class size for all grades, 1152

the total federal expenditures per pupil, the total 1153

state expenditures per pupil, the total expenditures 1154

per pupil, the percentage of students demonstrating 1155

advanced performance on SAT reading, the percent- 1156

age of students demonstrating proficiency on SAT 1157

reading, the percentage of students demonstrating 1158

advanced performance on SAT math, and the per- 1159

centage of students demonstrating proficiency on 1160

SAT math. 1161

County High School Report Card This re- 1162

port provides a summary of high school perfor- 1163

mance for a single county in Illinois. Features 1164

which are reported on include: the total number of 1165

schools in the county, the total student enrollment 1166

in the county, the median student enrollment at 1167

high schools in the county, the average student en- 1168

rollment at high schools in the county, the standard 1169

deviation of student enrollment at high schools in 1170

the county, the correlation coefficient between per 1171

pupil expenditures and student enrollment, the cor- 1172

relation coefficient between per pupil expenditures 1173

and the percentage of students demonstrating ad- 1174

vance performance on SAT math, the correlation 1175

coefficient between per pupil expenditures and the 1176

percentage of students demonstrating advance per- 1177
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formance on SAT reading, and a ranking of school1178

districts in the county according to their per pupil1179

expenditures.1180

C.6 Legal and Judicial1181

Within this domain, we generate two unique kinds1182

of reports: Case Summary and Judge Summary.1183

Case Summary This report provides a summary1184

of a single legal case. Features which are reported1185

on include: the name of the case, the case ID, the1186

filing date of the case, the terminating date of the1187

case, the year of the case, the judge presiding on1188

the case, the city in which the case was tried, the1189

duration of the case, the average duration for all1190

cases, the average duration of cases for each case1191

type, the standard deviation of case duration of all1192

cases, and the standard deviation of case duration1193

of cases for each case type.1194

Judge Summary This report provides a sum-1195

mary of single judge’s tenure. Features which are1196

reported on include: the name of the judge, the to-1197

tal number of cases this judge has presided on, the1198

average duration of cases this judge has presided1199

on, the number of cases this judge has presided on1200

for each type of case, the average duration of cases1201

this judge has presided on for each type of case, the1202

average duration of cases this judge has presided1203

for each year, the average duration for all cases, the1204

average duration of cases for each case type, the1205

standard deviation of case duration of all cases, and1206

the standard deviation of case duration cases for1207

each case type.1208

C.7 Socioeconomics1209

Within this domain, we generate two unique kinds1210

of reports: County Income Trends and County1211

Poverty Trends.1212

County Income Trends This report provides a1213

summary of poverty trends for a single county in1214

Illinois. Features which are reported on include:1215

the population of the county for each year, the total1216

number of unemployed people in the county for1217

each year, the total personal income in the county1218

for each year, the estimated median household in-1219

come in the county for each year, the per capita1220

income of the county for the most recent year, and1221

the per capita personal income for all counties for1222

the most recent year.1223

County Poverty Trends This report provides a1224

summary of income trends for a single county in1225

Illinois. Features which are reported on include:1226

the population of the county for each year, the to-1227

tal number of unemployed people in the county 1228

for each year, the estimated number of people in 1229

poverty below the age of 17, the estimated number 1230

of people in poverty of any age, the per capita in- 1231

come of the county for the most recent year, and 1232

the per capita personal income for all counties for 1233

the most recent year. 1234

C.8 Business 1235

Within this domain, we generate two unique kinds 1236

of reports: County Business Performance Report 1237

and County Community Performance Report. 1238

Business Performance Report This report pro- 1239

vides a business performance summary for a single 1240

business. Features which are reported on include: 1241

the name of the business, the address of the busi- 1242

ness, the city and state the business is located in, 1243

the Yelp category for the business, the total number 1244

of reviews for this business, the average star rating 1245

for this business, the average star rating for this 1246

business for each year, and the average star rating 1247

of all businesses within the same category. 1248

State Business Performance Report This re- 1249

port provides a summary of the performance of all 1250

business in a state of the United States. Features 1251

which are reported on include: the state for which 1252

businesses are being examined, the number of busi- 1253

nesses in the state, the average rating of businesses 1254

in each category for businesses in the state, and the 1255

top ten businesses by average star rating within this 1256

state. 1257

D Factual Accuracy by Domain 1258

Table 6 provides a detailed breakdown of the num- 1259

ber of factual, refuted, and confabulated claims, 1260

grouped by domain, and compared to the total num- 1261

ber of claims made in reports in that domain. 1262

As is evident from the table, the majority of the 1263

claims are factual and very few are refuted. It is 1264

also important to reiterate that, although the num- 1265

ber of confabulated claims might be considered 1266

a little high, these confabulations are almost en- 1267

tirely represented by claims that are not necessarily 1268

incorrect, but which may be subjective or draw 1269

conclusions, often using wording like "should" or 1270

"This indicates that..." 1271

E Examples of Generated Documents 1272

In this section, we present examples of documents 1273

generated using our neurosymbolic method. For 1274

each example, we describe the report type, domain, 1275
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Domain Total Claims Factual Refuted Confabulated
Env. Sustainability 698 586 34 80
Healthcare 1054 983 13 56
Criminal Justice 477 332 9 137
Business 931 785 36 101
Urban Housing 360 325 10 26
Education 626 461 9 143
Socioeconomics 430 369 10 51
Legal and Judicial 596 478 7 122

Table 6: A breakdown of the total number of claims made and the number of those claims which are factual, refuted,
and confabulated for each of the 8 domains we evaluated. The results are an aggregation of reports generated by in
the "per plan" format for both models (GPT-4 and StableBeluga-2).

the entity instance the report focuses on, the lan-1276

guage model used to generate the report, and the1277

generation mode using to structure the results de-1278

rived from the analytics engine prior to their in-1279

clusion in the prompt. We then show the prompt1280

which was passed to the language model. In ex-1281

amples in which the prompt is too large to show1282

easily within a single diagram, we truncate it and1283

denote the exclusion with ellipses. We then show1284

the report that was generated by the model.1285

For clarity, we have color coordinated the facts1286

provided in the prompt with the corresponding text1287

that was generated as part of the reports to enable1288

quick and direct comparisons to be made between1289

the facts we provided to the model and its outputs.1290

It’s also worth noting that these examples were cho-1291

sen to highlight interesting behaviors the models1292

exhibit when producing their generations.1293

The first report can be seen in Figure 4 where a1294

report on the county poverty trends of Champaign1295

County from 1969 to 2022 that was generated by1296

GPT-4 is shown. Multiple times series are pro-1297

vided as part of the input prompt. The model has1298

a tendency to summarize these time series with a1299

general trend and brief summary statistics such as1300

the minimum or maximum value or the first and1301

last values. In general, it is preferable to have the1302

planning module and subsequent analytic processes1303

provide such trend values and summary statistics1304

(since they are guaranteed to be correct based on1305

the data), rather than rely on the model (which may1306

make a mistake in predicting the trend or picking1307

the min/max values) to provide summaries.1308

The second report can be seen in Figure 5 where1309

a summarization of stays of the subject with ID1310

10023239 that was generated by using GPT-4 is1311

shown. This report includes the time, duration1312

and diagnosis of the six unique stays that the sub- 1313

ject had. Note that the data had all personally 1314

identifying data removed to maintain the subject’s 1315

anonymity. Consequently, most personal details 1316

are omitted and the patients are referred to by a 1317

unique ID instead of their name. Within this report, 1318

a series of diagnoses are described within the con- 1319

text provided to the model. These diagnoses are 1320

given in the same shorthand that was provided by 1321

the healthcare practitioner that wrote them. How- 1322

ever, in the output the model was able to expand 1323

this shorthand into the full diagnoses. This indi- 1324

cates that the model has some encoding of medical 1325

knowledge that allows it to do so. 1326

The third report can be seen in Figure 6 where 1327

a summary of a judge’s tenure generated by 1328

StableBeluga-2 is shown. The report provides 1329

insights on the workload and experience of the 1330

judge. Within this report, there is an instance where 1331

the case type mentioned in the prompt is None. 1332

When this is discussed in the generated output, the 1333

model’s outputs provides some speculation that this 1334

value was None "due to insufficient data." Interest- 1335

ingly, when the case type values are omitted else- 1336

where in the prompt, the model does not speculate 1337

or confabulate as to why this is the case. This raises 1338

questions as to what situations will actually cause 1339

the model to confabulate or speculate as part of its 1340

generation. This behavior warrants more thorough 1341

investigation that we leave as future work. 1342

The fourth report can be seen in Figure 7 where 1343

a report on the AQI and wildfire trends of Carter 1344

County Missouri is shown. This report was gen- 1345

erated by StableBeluga-2 using the per plan state- 1346

ment generation mode. Within the prompt pro- 1347

vided to the model, there are missing values for the 1348

max AQI in the time series. This was the result 1349
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of an error that occurred in the analysis that left1350

this statement with empty spaces. Despite these1351

values being missing, the model’s generation con-1352

tains a judgment that the max AQI has decreased1353

over time, which is unsupported by the prompt.1354

This case highlights the importance of providing1355

the model with complete information. Without this,1356

the model seems to confabulate summarizations1357

and trends which may or may not actually exist.1358

It is worth noting that, in general, the models’1359

generations presented the facts in the same order1360

in which they were provided within the prompt.1361

This property could likely be exploited to improve1362

the structure of the reports by having a planning1363

module determine what information is best seen1364

first. We leave this for future work.1365
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Report Type: County Poverty Trends

Domain: Socioeconomics

Entity Instance: Champaign County

Model Type: GPT-4

Generation Mode: Per Row

Prompt

Generate a 500 word report about county level poverty trends in Champaign County, Illinois from the given context. Use only the facts provided in
the context.

Context: The year for county of Champaign County is 1969 and the resident population for county of Champaign County is None. The year for county
of Champaign County is 1970 and the resident population for county of Champaign County is 163281.… The year for county of Champaign County is

2022 and the resident population for county of Champaign County is 206542. The year for county of Champaign County is 1971 and the resident
population for county of Champaign County is 164300. ... The year for county of Champaign County is 1990 and the unemploed person for county of
Champaign County is 2754. The year for county of Champaign County is 1991 and the unemploed person for county of Champaign County is 3372.
The year for county of Champaign County is 1992 and the unemploed person for county of Champaign County is 3739. … The year for county of

Champaign County is 2010 and the unemploed person for county of Champaign County is 8948.… The year for county of Champaign County is 2022

and the unemploed person for county of Champaign County is 4126.… The year for county of Champaign County is 1988 and the estimated people
below 17 in poverty for county of Champaign County is None. The year for county of Champaign County is 1989 and the estimated people below 17
in poverty for county of Champaign County is 4645. … The year for county of Champaign County is 2014 and the estimated people below 17 in
poverty for county of Champaign County is 9114.… The year for county of Champaign County is 2021 and the estimated people below 17 in poverty
for county of Champaign County is 5292.…
The year for county of Champaign County is 1993 and the estimated people below 17 in poverty for county of Champaign County is 6338. ... The year
for county of Champaign County is 1989 and the estimated people of all ages in poverty for county of Champaign County is 16911. The year for
county of Champaign County is 1990 and the estimated people of all ages in poverty for county of Champaign County is None.… The year for county
of Champaign County is 2011 and the estimated people of all ages in poverty for county of Champaign County is 43484. … The year for county of

Champaign County is 2021 and the estimated people of all ages in poverty for county of Champaign County is 28582.…

Generated Report

This report provides an overview of poverty trends in Champaign County, Illinois, from 1969 to 2022. The data includes the resident population, the
number of unemployed persons, and the estimated number of people below the age of 17 and of all ages living in poverty.

The resident population of Champaign County has seen a steady increase over the years, from 163,281 in 1970 to 206,542 in 2022. However, the data
for unemployment and poverty rates only starts from 1990 onwards.

In 1990, the number of unemployed persons was 2,754, which increased to 4,126 by 2022. The highest unemployment rate was recorded in 2010
with 8,948 unemployed persons.

The estimated number of people below 17 living in poverty was first recorded in 1989 with 4,645 individuals. This number fluctuated over the years,
with the highest recorded in 2014 with 9,114 individuals. By 2021, this number had decreased to 5,292.

The estimated number of people of all ages living in poverty was first recorded in 1989 with 16,911 individuals. This number saw a general increase
over the years, peaking in 2011 with 43,484 individuals. By 2021, this number had decreased to 28,582.

It is important to note that the data for the resident population in 1969, the number of unemployed persons from 1969 to 1989, and the estimated
number of people living in poverty from 1969 to 1988 is not available. Additionally, the data for the personal income for 2022 and the total resident
population grouped by year for 2022 divided by total estimated people of all ages in poverty grouped by year for 2022 is also not available.

In conclusion, while the resident population of Champaign County has seen a steady increase over the years, the county has also experienced
fluctuations in unemployment and poverty rates. The highest rates of unemployment and poverty were recorded in the early 2010s, with a gradual
decrease in recent years.

Figure 4: A County Poverty Trends report generated with GPT-4.
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Report Type: Subject Report

Domain: Healthcare

Entity Instance: 10023239

Model Type: GPT-4

Generation Mode: Per Plan

Prompt

Generate a 500 word medical patient summary for subject with id 10023239 from the given context. Use only the facts provided in the context.

Context: The race for id of 10023239 is WHITE. The gender for id of 10023239 is F. The count of unique stay id for subject id of 10023239 is 6. For in
time grouped by stay id sorted in ascending order, the stay id for subject id of 10023239 and the in time grouped by stay id for subject id of 10023239
and the stay duration grouped by stay id for subject id of 10023239 and the acuity level grouped by stay id for subject id of 10023239 and the disease
grouped by stay id for subject id of 10023239 is 30683757 and 2137-06-19 15:05:00 and 4:04:00 hours and 3 and DIAB KETOACIDOSIS IDDM,
PNEUMONIA,ORGANISM UNSPECIFIED, DIAB KETOACIDOSIS IDDM, PNEUMONIA,ORGANISM UNSPECIFIED, ... , 36323598 and 2140-09-14 14:43:00
and 5:19:00 hours and 3 and Presence of insulin pump (external) (internal), Long term (current) use of insulin, Nonspec elev of levels of transamns \&
lactic acid dehydrgnse, Nausea, Hyperlipidemia, unspecified, Type 1 diabetes mellitus without complications, Hypothyroidism, unspecified, Presence
of insulin pump (external) (internal), Long term (current) use of insulin, Nonspec elev of levels of transamns \& lactic acid dehydrgnse, Nausea,
Hyperlipidemia, unspecified,, … unspecified, 31270431 and 2140-09-17 11:35:00 and 3:25:00 hours and 3 and Other fatigue, Long term (current) use
of insulin, Nonspec elev of levels of transamns & lactic acid dehydrgnse, Enlarged lymph nodes, unspecified, Type 1 diabetes mellitus without
complications, Other fatigue, Long term (current) use of insulin, Nonspec elev of levels of transamns & lactic acid dehydrgnse, Enlarged lymph nodes,
unspecified, Type 1 diabetes mellitus without complications, Other fatigue, Long term (current) use of insulin, Nonspec elev of levels of transamns &
lactic acid dehydrgnse, Enlarged lymph nodes, unspecified, Type 1 diabetes mellitus without complications … 39348852 and 2140-10-03 06:20:00
and 2:47:56 hours and 3 and Type 1 diabetes mellitus with ketoacidosis without coma, Long term (current) use of insulin, Type 1 diabetes mellitus
with ketoacidosis without coma, Long term (current) use of insulin, Type 1 diabetes mellitus with ketoacidosis without coma, Long term (current) use
of insulin, Type 1 diabetes mellitus with ketoacidosis without coma, Long term (current) use of insulin, Type 1 diabetes mellitus with ketoacidosis
without coma, Long term (current) use of insulin, … 37578680 and 2140-10-22 18:05:00 and 22:56:00 hours and 3 and Long term (current) use of
insulin, Acute kidney failure, unspecified, Type 2 diabetes mellitus without complications, Long term (current) use of insulin, Acute kidney failure,
unspecified, Type 2 diabetes mellitus without complications, Long term (current) use of insulin, Acute kidney failure, unspecified,… 35942924 and
2140-11-11 11:28:00 and 5:50:00 hours and 3 and Pure hypercholesterolemia, unspecified, Long term (current) use of insulin, Type 1 diabetes
mellitus without complications, Hypothyroidism, unspecified, Sarcoidosis of lung, Syncope and collapse, Pure hypercholesterolemia, unspecified,
Long term (current) use of insulin,…

Generated Report

Patient ID 10023239 is a white female who has had a total of six unique hospital stays. The details of her stays are as follows:
During her first stay (Stay ID:30683757), she was admitted on June 19, 2137, at 15:05. Her stay lasted for 4 hours and 4 minutes. The acuity level
during this stay was 3. She was diagnosed with Diabetic Ketoacidosis (IDDM) and Pneumonia, with the organism unspecified.

Her second stay (Stay ID: 36323598) began on September 14, 2140, at 14:43 and lasted for 5 hours and 19 minutes. The acuity level was again 3.
During this stay, she was diagnosed with several conditions including the presence of an insulin pump (both external and internal), long-term use of
insulin, nonspecific elevation of levels of transaminases and lactic acid dehydrogenase, nausea, unspecified hyperlipidemia, type 1 diabetes mellitus
without complications, and unspecified hypothyroidism.

The third stay (Stay ID: 31270431) started on September 17, 2140, at 11:35 and lasted for 3 hours and 25 minutes. The acuity level was 3. She was
diagnosed with fatigue, long-term use of insulin, nonspecific elevation of levels of transaminases and lactic acid dehydrogenase, enlarged lymph
nodes, and type 1 diabetes mellitus without complications.

During her fourth stay (Stay ID: 39348852), which began on October 3, 2140, at 06:20 and lasted for 2 hours, 47 minutes, and 56 seconds, she was
diagnosed with type 1 diabetes mellitus with ketoacidosis without coma and long-term use of insulin. The acuity level was 3.

Her fifth stay (Stay ID: 37578680) started on October 22, 2140, at 18:05 and lasted for 22 hours and 56 minutes. The acuity level was 3. She was
diagnosed with long-term use of insulin, acute kidney failure, unspecified, and type 2 diabetes mellitus without complications.
Her sixth and final stay (Stay ID: 35942924) began on November 11, 2140, at 11:28 and lasted for 5 hours and 50 minutes. The acuity level was 3. She
was diagnosed with pure hypercholesterolemia, unspecified, long-term use of insulin, type 1 diabetes mellitus without complications, unspecified
hypothyroidism, sarcoidosis of the lung, and syncope and collapse.

In summary, the patient has a history of multiple hospital stays with a variety of diagnoses, including diabetes mellitus (both type 1 and 2), diabetic
ketoacidosis, pneumonia, hyperlipidemia, hypothyroidism, and acute kidney failure. She also has a long-term use of insulin and an insulin pump.

Figure 5: A Subject Report generated with GPT-4.
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Report Type: Judge Summary

Domain: Legal and Judicial

Entity Instance: Deborah A Robinson

Model Type: StableBeluga-2

Generation Mode: Per Plan

Prompt

Generate a nicely worded report about judge's judicial history from the given context. Use only the facts provided in the context.

Context: The name for name of deborah a robinson is deborah a robinson. The count of unique case for name of deborah a robinson is 74 cases. The
average case duration for name of deborah a robinson is 647.88. The count of unique case grouped by case type for name of deborah a robinson is 2
cases, 72 cases. The average case duration grouped by case type for name of deborah a robinson is None, 647.88. The average case duration grouped
by year for name of deborah a robinson is 647.88. The average case duration is 336.23. The average case duration grouped by case type is 261.79,
351.72. The standard deviation of case duration is 361.50. The standard deviation of case duration grouped by case type is 334.53, 364.96.

Generated Report

Judge Deborah A Robinson has presided over a total of 74 unique cases during her tenure on the bench. Her average case duration across all types of
cases is 647.88 days. When analyzing specific case types, there are two distinct categories with an average case duration of none (likely due to
insufficient data) and 647.88 days respectively. Furthermore, when examining case durations based on the year they were heard, we see that the
average case duration remains consistent at 647.88 days. Breaking it down further, the average case duration for each individual case type varies
between 261.79 and 351.72 days. Lastly, the standard deviation of case duration overall stands at 361.50 days, while the standard deviations for each
case type category are 334.53 and 364.96 days.

Figure 6: A Judge Summary generated with StableBeluga-2.
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Report Type: County AQI and Wildfire Trends

Domain: Environmental Sustainability

Entity Instance: Carter, Missouri

Model Type: StableBeluga-2

Generation Mode: Per Plan

Prompt

Generate a nicely worded report about yearly trends of air quality index and wildfire occurrence from the given context. Use only the facts provided
in the context.

Context: The year for county state of Carter, Missouri and the good days grouped by year for county state of Carter, Missouri is . The year for county
state of Carter, Missouri and the moderate days grouped by year for county state of Carter, Missouri is . The year for county state of Carter, Missouri
and the unhealthy for sensitive groups grouped by year for county state of Carter, Missouri is . The year for county state of Carter, Missouri and the
very unhealthy days grouped by year for county state of Carter, Missouri is . The year for county state of Carter, Missouri and the very unhealthy days
grouped by year for county state of Carter, Missouri is . The year for county state of Carter, Missouri and the hazardous days grouped by year for
county state of Carter, Missouri is . The year for county state of Carter, Missouri and the max air quality index grouped by year for county state of
Carter, Missouri is . The year for county state of Carter, Missouri and the median air quality index grouped by year for county state of Carter, Missouri
is . The year for county state of Carter, Missouri and the count of unique wildfire grouped by year for county state of Carter, Missouri is 1992 and 14
Wildfires, 1993 and 15 Wildfires, 1994 and 12 Wildfires, 1995 and 24 Wildfires, 1996 and 1 Wildfires, 1997 and 14 Wildfires, 1998 and 4 Wildfires,
1999 and 9 Wildfires, 2000 and 12 Wildfires, 2001 and 18 Wildfires, 2002 and 6 Wildfires, 2005 and 5 Wildfires, 2006 and 6 Wildfires, 2007 and 6
Wildfires, 2008 and 4 Wildfires, 2009 and 3 Wildfires, 2010 and 10 Wildfires, 2011 and 1 Wildfires, 2012 and 4 Wildfires, 2013 and 3 Wildfires, 2014
and 6 Wildfires, 2015 and 1 Wildfires, 2016 and 3 Wildfires, 2017 and 5 Wildfires, 2018 and 4 Wildfires, 2019 and 9 Wildfires, 2020 and 6 Wildfires.
The year for county state of Carter, Missouri and the average fire size grouped by year for county state of Carter, Missouri is 1992 and 8.50, 1993 and
18.87, 1994 and 7.42, 1995 and 20.25, 1996 and 1.00, 1997 and 21.57, 1998 and 29.25, 1999 and 27.44, 2000 and 8.75, 2001 and 5.44, 2002 and
16.33, 2005 and 22.55, 2006 and 5.94, 2007 and 23.23, 2008 and 36.88, 2009 and 7.23, 2010 and 69.64, 2011 and 86.00, 2012 and 3.27, 2013 and
22.27, 2014 and 18.59, 2015 and 0.01, 2016 and 26.99, 2017 and 8.63, 2018 and 40.37, 2019 and 32.94, 2020 and 8.89. The year for county state of
Carter, Missouri and the median fire size grouped by year for county state of Carter, Missouri is 1992 and 3.00, 1993 and 2.00, 1994 and 5.00, 1995
and 6.00, 1996 and 1.00, 1997 and 10.00, 1998 and 10.00, 1999 and 12.00, 2000 and 4.00, 2001 and 2.00, 2002 and 5.00, 2005 and 11.50, 2006 and
0.30, 2007 and 0.50, 2008 and 31.00, 2009 and 4.00, 2010 and 5.00, 2011 and 86.00, 2012 and 0.10, 2013 and 31.10, 2014 and 1.10, 2015 and 0.01,
2016 and 3.00, 2017 and 7.22, 2018 and 11.14, 2019 and 1.19, 2020 and 0.40. The year for county state of Carter, Missouri and the average contained
date minus discovery date grouped by year for county state of Carter, Missouri is 1992 and None, 1993 and None, 1994 and None, 1995 and None,
1996 and None, 1997 and None, 1998 and None, 1999 and None, 2000 and None, 2001 and None, 2002 and None, 2005 and 0.00, 2006 and 0.00,
2007 and 0.00, 2008 and 0.00, 2009 and 0.00, 2010 and 0.10, 2011 and 0.00, 2012 and 0.00, 2013 and 0.67, 2014 and 0.17, 2015 and 0.00, 2016 and
1.67, 2017 and 0.75, 2018 and 5.33, 2019 and 0.00, 2020 and 0.00.

Generated Report

Based on the data provided, there has been an overall improvement in air quality over time in Carter County, Missouri. From 1992 to 2020, the
number of "good" air quality days increased while the number of "unhealthy for sensitive groups," "very unhealthy," and "hazardous" days
decreased. This indicates that efforts towards reducing pollution have had positive effects on the local environment. Additionally, the maximum Air
Quality Index (AQI) value has also decreased over this period, further supporting improved air quality conditions.

Regarding wildfires, it appears that their frequency and intensity have fluctuated throughout the years. While some years experienced numerous fires
with large average sizes, other years saw fewer or smaller fires. However, it's important to note that these numbers may be influenced by various
factors such as weather patterns, land management practices, and human activity. Overall, though, the data suggests that wildfire occurrences are
not consistently increasing or decreasing but rather show variability from one year to another.

Figure 7: A County AQI and Wildfire Trends report generated with StableBeluga-2.
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